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ABSTRACT  Early embryonic development, from the zygote to the blastocyst, is a paradigm of a 
dynamic, self-organised process. It involves gene expression, mechanical interactions between 
cells, cell division and inter- and intracellular signalling. Imaging and transcriptomic data have 
significantly improved our understanding of early embryogenesis in mammals. However, they also 
reveal a great level of complexity. How the genetic, mechanical, and regulatory processes interact 
to ensure reproducible development is thus much investigated by computational modelling, which 
allows a dissection of the mechanisms controlling cell fate decisions. In this review, we discuss the 
main types of modelling approaches that have been used to investigate the dynamics of preim-
plantation mammalian development. We also discuss the insights provided by modelling into our 
understanding of the specification processes leading to the three types of cells in the embryo 4.5 
days after fertilization: the trophectoderm, the epiblast and the primitive endoderm. 
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Introduction

The development of the mammalian embryo is a paradigm 
of dynamic, self-organised process. While transcriptomes from 
different mammals, including human, are getting unravelled for 
preimplantation stages  (Nakamura et al., 2016; Petropoulos et 
al., 2016; Boroviak et al., 2018), the mouse remains one of the 
best experimental models due to numerous genetic and functional 
analyses. The large amount of observations reported for this organ-
ism motivated the development of computational analyses. Before 
implantation in the uterus around embryonic day E4.5 (Fig. 1), 
cells in the early mouse embryo undergo a series of divisions and 
differentiations leading to a blastocyst composed of ~120 cells of 
three different types. These three cell types are the trophectoderm 
(TE), the epiblast (Epi) and the primitive endoderm (PrE). Epi cells 
are pluripotent and are the source of the embryo itself. PrE and 
TE cells form extra-embryonic structures such as the placenta 
(Lanner et al., 2014; Rivera-Pérez et al., 2014; Frum et al., 2015; 
Chazaud et al., 2016). Surprisingly, the zygote seems to develop 
into a multicellular organism in the absence of any pre-determined 
polarity that may drive this organized sequence of differentiation 
steps. Blastocyst formation also takes place independently of 
the maternal environment (Rossant, 2016). How the different cell 
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types arise, and how they organize in the developing embryo is 
a subject of intensive experimental and theoretical investigation.

In the mouse, after fertilization, the three first divisions lead to 
8 similar cells. Then, polarization and compaction take place. This 
is followed by two rounds of asymmetric divisions that generate 
the two first distinct cell fates (Fig. 1): the TE and the cells of the 
inner cell mass (ICM). This first cell fate decision is dependent 
on Hippo signalling that allows the transduction of the positional 
cues into the nucleus (Bedzhov et al., 2014; Sasaki, 2015; Sasaki, 
2017). While peripheral TE cells keep their fate, in the second dif-
ferentiation step, ICM cells specify into Epi or PrE cells depending 
on Fgf/Erk signalling. Indeed, the specification of PrE requires 
activation of Fgf/Erk signalling between E3.0 and E4.0. In contrast, 
a low level of Fgf/Erk signalling largely favours the appearance of 
Epi cells (Artus and Chazaud, 2014; Chazaud et al., 2016). After 
specification, Epi and PrE cells are arranged in a salt and pepper 
pattern. They are later sorted into their correct positions by active 
cell migration and selective apoptosis, while the embryo develops 
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into a hollow sphere of cells known as blastocyst.
In recent years, advances in live imaging and single-cell tran-

scriptomics have led to the accumulation of significant amounts 
of data related to the mechanism of blastocyst formation in mice. 
While these data considerably enhance our understanding of early 
mammalian development, they call for sophisticated methods to 
organise and formalise new knowledge. Mathematical modelling 
and computational analysis provide a useful tool to apprehend 
such complexity and to organize the acquired knowledge into a 
rational and predictive framework (Brodland, 2015). In this review, 
we focus on the advances that have been achieved in the compu-
tational modelling of the dynamics of early embryogenesis in mice. 
After some general considerations about the modelling methods 
used to study early embryogenesis (section 2), we discuss a few 
theoretical studies focusing on the mechanical aspects (section 
3). Next, we consider successively the two specification steps that 
occur before implantation (sections 4 and 5), emphasizing some 
noticeable contributions of computational modelling.

Key modelling choices

Models differ in their foundations, methods and scopes. The 
choice of the modelling framework is dictated by the question that 
is being asked. Here, we do not aim at making an exhaustive list 
of all the modelling methods that can be applied to investigate the 
dynamics of early development. Rather, we describe the methods 
that are used in selected publications to computationally describe 
the early mammalian development. We focus on the features to 
which biologists may wish to pay attention to appreciate the main 
modelling assumptions and the type of information that can be 
gained from a specific computational study. More mathematically 
oriented reviews in relation with the modelling techniques described 
here below can be found in (Newman, 2005; Soneji et al., 2007; 
Zhou and Huang, 20011; Swat et al., 2012; Vasieva et al., 2013; 
D’Alessandro et al., 2014), among others. In this section, when 
listing various modelling approaches, we mainly refer to models 
that will be discussed later in this review. 

The choice of modelling methods used in a computational de-
scription of a biological phenomenon depends on the processes 
that the model describes. One peculiarity of embryonic development 

is that many processes are simultaneously at play and closely 
interact with each other (White et al., 2018). The main processes 
are schematized in Fig. 2. How cells evolve depends on their en-
vironment and on the strength of the mechanical forces between 
neighbouring cells. Moreover, before implantation, cells are sur-
rounded by the zona pellucida. This layer prevents a precocious 
and ectopic implantation, but no other function of zona pellucida 
during embryo development has been described yet. Embryo 
compaction creates repulsive forces between embryonic cells, 
which influences cell movement and leads to cell deformation. 
Cell division also leads to significant rearrangements inside the 
embryo as cells tighten up. Besides, cells are also subjected to 
intra- and extra-cellular signalling. Extra-cellular signalling occurs 
because cells secrete molecules, like growth factors, that diffuse in 
the extracellular space and can be perceived by cells that express 
the appropriate receptors. External signalling triggers a cascade 
of reactions that lead to the expression of specific genes in the 
nucleus. Cell differentiation indeed arises from the combination of 
several regulatory mechanisms, leading to the expression of cell 
type-specific sets of genes. Thus, from the genetic point of view, 
each cell type corresponds to a specific set of active regulatory 
genes. As the expression of these genes is most often regulated, 
we have to deal with the existence of intertwined networks of inter-
acting genes. Thus, to describe cell differentiation, one must study 
the dynamical evolution and the steady-states of the underlying 
gene regulatory networks (GRN). For example, two cross-inhibiting 
genes constitute a simple GRN. The variables (nodes) of the 
network are the levels of expression of the two genes (e.g. A and 
B). The two negative feedbacks define the interactions (edges) in 
the network. Such a simple motif, known as the “toggle switch” 
can have two stable steady states, provided that the values of the 
kinetic parameters, such as the inhibition strengths for example, 
are in the right range of magnitude (Gardner et al., 2000). One 
stable steady state corresponds to a high level of expression of 
gene A and a low level of expression of gene B, and the second 
stable steady state to the opposite situation. These two states are 
associated to two different cell fates.

The complexity of early development is largely due to the fact 
that all the above mentioned processes are closely intertwined. 
For example, as further discussed in section 4 below, during the 
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Fig. 1. Schematic representa-
tion of early embryogenesis 
in mice, from the zygote to 
the implanting blastocyst (4.5 
days after fertilization). The 
middle row shows how identical 
cells first specify into cells of the 
trophectoderm (TE) or of the inner 
cell mass (ICM). TE and ICM cells 
are characterized by the high level 
of expression of the transcription 
factors Cdx2 and Oct4, respec-

tively. This first specification process is under the control of Hippo signalling, which integrates cell position and polarity. Later, ICM cells will differentiate 
into the epiblast (Epi) or the primitive endoderm (PrE) cell fate. This second specification process is under the control of Erk signalling. These fates are 
characterized by a high level of Nanog and Gata6, respectively. Before sorting, Epi and PrE cells are arranged in the typical salt and pepper pattern (E3.5)
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phasis is put on the pathway itself. However, it has recently been 
shown that single-cell resolution analysis of gene expression can 
be used to predict critical transitions between lineages, associated 
to the loss of stability of a cell fate attractor (Mojtahedi et al., 2016; 
Richard et al., 2016).

In line with the importance of steady states, logic-based network 
descriptions use cause-effect relations to model and analyse GRN 
(Thomas and Kaufman, 2001; Abou-Jaoudé et al., 2016). In their 
simplest form, logic-based models are often referred to as Boolean 
models as they use Boolean algebra and permit each gene to be 
in one of two discrete states, ON or OFF. The state of a logical 
network evolves in a dynamic fashion as nodes of the network 
–i.e. gene states– are switched ON and OFF according to the state 
of the other nodes. Values of each node are updated iteratively. 
The trajectories in the state space can be simulated but there is 
no direct link with the “biological” time. Simulations generate a 
discrete sequence for the set of nodes, until the network settles 
in an unchanging state corresponding to an attractor, i.e. a cell 
fate. These models provide a good approximation of the qualita-
tive behaviour of the GRN without the burden of a large number 
of kinetic parameters. They are increasingly used to model the 
behaviour of very large GRNs.

Logical dynamics belong to the class of discrete modelling 
methods. The states of the genes can only take a limited number 
of values (most often 2) and time evolves in discrete steps. The 
same concern holds for agent-based models. Such models simulate 
the evolution of a certain number of agents (i.e. cells) that follow a 

number of rules. As a simple example, cell division or differentia-
tion can be introduced in the form of “one cell becomes two cells 
if its volume exceeds a given threshold” or of “the fate of a cell 
switches if it is surrounded by cells of identical fate”. Such models 
allow to identify the developmental rules that suffice to reproduce 
experimental observations. Because of the large number of agents 
and of iterative applications of the rules, these models may lead 
to non-intuitive predictions. They highlight how complex phenom-
ena can arise from the repetition and combination of simple rules 
(Nissen et al., 2017). 

In contrast to discrete methods, in continuous methods, both the 
time and the variables vary in a continuous manner, i.e. all values 
are accessible for the time and for all the variables described in 
the model: gene activity, amounts of mRNA, levels of expressions 
of proteins, cell positions, etc. The most common type of continu-
ous method is based on Ordinary Differential Equations (ODEs), 
where the system is described by a set of differential equations, 
each representing the evolution of a single biochemical species 
(Krupinski et al., 2011; Schröter et al., 2015; Holmes et al., 2017; 
Tosenberger et al., 2017). As such, continuous models are based 
on equations, in contrast to the above-mentioned models, which 
are based on rules. One of the main advantages of ODE models 
is that they are based on biochemical principles, such as physi-
ological kinetic laws for the synthesis and degradation rates and for 
the regulations. This allows them to demonstrate a good predictive 
value. Moreover, these models provide a realistic dynamic view 
of the different variables involved in the network, and not only of 

Fig. 2. Schematic representation of the main processes simultaneously at play during early mam-
malian development. In general, models focus on a limited number of processes, determined by the 
biological question under investigation.

first differentiation process, compaction 
of cells due to an increase in adhesive 
forces triggers internal signalling, which 
in turn acts on the gene regulatory 
network. Inversely, as discussed in 
section 5, the state of the GRN for the 
second specification process will affect 
the rate of secretion of a growth factor. 
The secreted molecules then diffuse 
in the extracellular space and act as 
signalling molecules to the surrounding 
cells in the embryo. 

A large number of modelling ap-
proaches are devoted to the description 
of the GRN whose steady states cor-
respond to distinct cell fates. Because 
they interfere with these networks, the 
other processes depicted in Fig. 2 are 
often taken into account by changes 
in the values of the parameters. Since 
Waddington proposed his famous 
metaphor of the epigenetic landscape 
in 1957, cell fates are indeed seen as 
the stable attractors (potential wells) 
generated by the GRN in the high-
dimensional gene expression state 
space (Ferrell, 2012). Thus, many 
models focus on the steady states 
corresponding to the modelled GRN. 
Cell fate changes are supposed to be 
induced by noise or by alterations in 
specific external factors, but little em-
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the steady states. ODE models are also much used to describe 
cell mechanics, i.e. cell movement and deformation (Honda et al., 
2004; Honda et al., 2008; Maître et al., 2016). Actually, because 
time is explicitly considered, systems of differential equations can 
describe all the processes depicted in Fig. 2 simultaneously. 

ODE-based models generally involve a large number of pa-
rameters. Parameter values correspond to quantities that can 
in principle be measured experimentally, such as synthesis or 
degradation rates, or Michaelian constants, but such quantitative 
data are rarely available. Moreover, the number of parameters 
increases fast with the number of processes described in the 
model, and notably with the number of genes considered in the 
GRN. The parameterisation of such models is thus a challenge. 
Nevertheless, minimal models, based on a limited number of 
variables and equations can be developed and analysed in detail. 
In such simplified models, only the processes that are thought to 
be crucial for the occurrence of a qualitative behaviour are de-
scribed. For example, the “toggle switch” (Gardner et al., 2000), 
with or without auto-activation (Huang et al., 2007), is often used 
to represent the dynamics of cross-inhibiting and potentially self-
activating genes to generate multi-stability. In this case, the use of 
realistic parameter values is not critical, as the aim is to show the 
emergence of possible qualitative behaviours. Moreover, in such 
minimal models, parameters in fact encompass many processes 
that are not explicitly modelled. For instance, the synthesis rate of 
proteins implicitly includes mRNA synthesis, splicing, maturation, 

translation, and possibly post-translational modifications. Similarly, 
to model signalling cascades, one can, in a first approximation, 
bypass the successive activations of proteins (e.g. phosphorylations 
of the various MAP kinases), and simply assume that gene expres-
sion is activated once a receptor is activated upon ligand binding. 
This allows to considerably decrease the number of variables and 
parameters, while retaining the essential elements involved in cell 
fate determination. However, all ODE models rely on the implicit 
assumption that the numbers of molecules are large and that all 
biochemical species are homogeneously distributed in the cell (or 
in the nucleus). They indeed describe the evolutions of average 
concentrations and neglect variations around these mean values 
that originate from possible local heterogeneities or random noise.

To take internal fluctuations into account, stochastic approaches 
must be used. The Gillespie’s algorithm is a well-established method 
that simulates the dynamics of a system characterized by a low 
number of molecules (Gillespie, 1977). This requires transforming 
an ODE-based model into a stochastic formalism. As depicted in 
Fig. 3 in the case of the transition of ICM cells into Epi or PrE cells 
(see section 5), the evolution of the variables of the model, here the 
levels of the characteristic transcription factors Nanog and Gata6, 
are not as regular because of the molecular noise that is significant 
when the number of molecules is reduced. For large numbers of 
molecules, these fluctuations become negligible leading to a time 
evolution that is more regular and is thus well approximated by 
a deterministic description (De Mot et al., 2016). Given the small 
number of genes and mRNA molecules, and because of the im-
portance of fluctuations in cell fate specification, stochastic models 
are increasingly used in the field of development.

A last qualifier often used for models in the field of development 
is the term multiscale. While the spatial scale in which biochemi-
cal reactions and gene regulations occur is below the micron, cell 
movement and liquid flow for example (corresponding to the forma-
tion of the blastocoel) occur on length scales of the order of 0.1 
mm. However, both processes influence each other and therefore 
cannot be described independently. Similarly, they are observed in 
different time scales that often differ by several orders of magnitude. 
Multiscale simulations use different meshes (i.e. spatial geometry 
and time resolution), with the difficulty of bridging these meshes 
in an accurate way. Often, next to the coupling of the system to 
different scales, the processes in each scale are modelled us-
ing different methods (Krupinski et al., 2011; Swat et al., 2012; 
D’Alessandro et al., 2014; Tosenberger et al., 2017). As such the 
expression hybrid model, signifying the use of different methods 
coupled together, is frequently related to multiscale models. By 
using different scales in the simulation methods, multiscale mod-
els provide a balance between the accuracy needed to describe 
small scale processes during an extended period of time and the 
computational feasibility of integrating genetic and biomechanical 
aspects of the whole embryo.

Mechanical aspects of early embryo development

In this section, we discuss different models of early embryogen-
esis in the context of the physical properties of cells and cell popu-
lations. There are two main physical aspects we need to consider: 
firstly, the description of the shape of the cell and its response to 
internal and external forces in terms of shape deformation, and 
secondly, cell-to-cell interactions that result in cell deformation and 

Fig. 3. Deterministic (A) versus stochastic (B) simulation of the gene 
regulatory network (GRN) driving epiblast  (Epi) versus primitive endoderm  
(PrE) cell specification. In both panels, Gata6 and Nanog are co-expressed 
at increasing levels at early times. After a while, one cell specifies the Epi 
(high Nanog) fate and the other cell the PrE (high Gata6) fate. See text, 
Bessonnard et al., (2014) and De Mot et al., (2016) for details.

B

A



Computational models of early mouse embryogenesis    135 

movement (including potential forces coming from cells pushing 
each other and adhesion forces acting between cells). Not much 
is known about the exact physical interactions between cell mem-
branes, and cell deformation and adhesion are difficult to measure. 
As a consequence, models often rest on approximations of these 
properties describing them in terms of mechanical forces acting 
on the cell. The forces are usually separated into: (1) potential or 
elastic force, which comes from the cell’s ability to resist deforma-
tion, (2) adhesion force, which approximates adhesion between 
cells and tends to keep cells together, and (3) external force, which 
includes any force that acts on a cell and that does not originate 
form cell-to-cell contact (e.g. gravitation force). 

Another physical aspect of cell description concerns the cell 
shape. Cells are often modelled either as idealised volumes 
(spheres, ellipsoids), or as empty shells representing their mem-
branes. In both approaches, there are different mathematical 
methods that can be used, each having their own strengths and 
weaknesses. In the first approach, each cell is described by a 
single point that characterizes the position of its centre of mass, 
and a small set of parameters corresponding to its volume, mass 
and orientation. In this way, the computational cost of simulating 
cell movement is significantly reduced, thus allowing for a more 
accurate modelling of other aspects of the system (e.g. intracel-
lular and extracellular biochemical regulations). However, what is 
sacrificed in this approach is the ability to describe the exact shape 
and deformation of the cell. In the second approach, the cell shape 
is traced via its membrane, which is usually described as an empty 
shell (i.e. surface) consisting of a large number of points, or vertices, 
forming a polyhedron (Fig. 4A). The accuracy of the description of 
the cell shape increases with the number of points used to describe 
the surface. All the forces acting on the cell (resistance to shape 
deformation and interactions between two cells) are then calcu-

lated at all points of the shell. As cell interactions and movements 
are calculated through interactions of individual vertices, and as 
these forces result in displacements of each of the vertices, the 
surface area and the volume of the cell could easily change. In 
order to keep them constant, additional forces need to be applied 
to vertices to preserve the area and the volume of the cell (Fedos-
sov et al., 2010; Tosenberger et al., 2011; Bessonov et al., 2013). 
This method accurately describes cell shape and cell interactions, 
which can both be experimentally measured. However, the large 
number of points significantly increases the computational cost 
of calculating cell interactions, deformation and movement, often 
leaving less possibility to model other processes. Additionally, in 
such a 3D approach, it is generally hard to describe cell division. 

In 2008, Honda et al., used a previously devised three-dimen-
sional vertex dynamics cell model (Honda et al., 2004; 2008) to 
study the emergence of asymmetry in mouse blastocyst. In the 
model, cells are described via their membranes, as polyhedrons. 
Between the neighbouring polyhedrons (i.e. cells), there are no 
gaps or overlaps, hence the neighbouring cells share parts of their 
membrane, i.e. vertices that correspond to the points of contact. 
Interactions between neighbouring vertices are defined by surround-
ing cells and are expressed by a gradient of potential. The potential 
includes various terms describing cell surface area, cell volume 
and potential energy, all expressed in terms of vertex coordinates. 
The motion of the vertices is driven by the gradient of potential 
and is always damped as vertices do not have mass. Because 
polyhedrons corresponding to neighbouring cells share vertices, 
the method is not able to account for individual cell movement and 
rearrangement inside the embryo. Due to these limitations, the 
model does not capture blastocyst morphogenesis, but is able to 
analyse the optimal arrangement of cells once cavity is formed. 
Using the model, Honda et al., (2008) have confirmed the previously 

Fig. 4. Some aspects of multiscale models. (A) Representation of the method used to model a cell as a deformable membrane. The simulation de-
scribes the position of a large number of points, called vertices, located on the membrane and thus approximates the shape of the cell by a polyhedron. 
(B) When cells are treated as non-deformable spheres, they are described by the position of their centres of mass. Cells interact through a repulsive 
force at short distance and an attractive force at intermediate distance. (C) When coupled to cell division, the interaction between cells schematized in 
(B) provides a realistic description of the developing embryo. See Tosenberger et al., 2017 for details about (B,C). 
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proposed hypothesis (Alarcon and Marikawa, 2003; Kurotaki et al., 
2007; Motosugi et al., 2005) that mechanical constraints imposed 
on the embryo are sufficient to orient the blastocyst axis and drive 
the localisation of the ICM at one of the sides of its long axis.

A further modelling step of the mechanical aspects of early em-
bryogenesis was proposed by Krupinski et al., (2011; 2012) who 
devised a 3D multi-scale computational model of early embryonic 
development and provided a global approach of the various pro-
cesses simultaneously at play during this process. Starting from 
the zygote, cells are modelled as incompressible ellipsoids that 
can move, deform, divide and change fate according to underlying 
genetic regulatory networks (emergence of TE and ICM cells in 
a first stage, and specification of Epi and PrE cells from the ICM 
in a second stage). Cell fate specification is formalized by differ-
ential equations. Four types of mechanical intercellular forces are 
considered: potential, drag, adhesion and external force. These 
forces respectively correspond to elastic interactions between cells, 
adhesive drag (i.e. resistant) force of cells sliding against each 
other, attractive adhesion force and a force resulting from the global 
pressure exerted by the blastocoel (once created). The resulting 
elastic response of the cell to these mechanical intercellular forces 
is characterized by three orthogonal springs along the three axes 
of the corresponding ellipsoid. Moreover, cells are surrounded 
by an external layer that represents the zona pellucida. On the 
mechanical level, the model shows that perpendicular alignment 
of animal-vegetal and embryonic-abembryonic axes is a result of 
minimization of energy of the entire collection of cells, constrained 
within zona pellucida. Compared to the model developed by Honda 
et al., (2008), Krupinski’s model is moreover able to reproduce the 
Epi/PrE sorting, which occurs after the formation of the blastocyst 
cavity, based on the hypothesis of different adhesion forces between 
the different cell types: Epi cells adhere more between each other 
than PrE cells, and cross-adhesion is even weaker. However, some 
sort of directional force acting on PrE cells and emanating from 
the blastocoel, of yet undetermined biological nature, needs to be 
added in the model (see section 5.3 here below). The formation 
of the blastocoel is not simulated, but the authors considered that 
at this stage cells are constrained within a half-ellipsoidal space 
bounded by the trophectoderm. 

In 2017, Tosenberger et al., applied another method to model 
Epi and PrE cell specification from ICM and the formation of the 
salt and pepper pattern. As in Krupinski et al., (2012), the authors 
used a spherical cell model, where each cell is described by the 
position of its centre of mass, its mass and a radius which defines 
its volume. For each pair of neighbouring cells, the model considers 
a repulsive force originating from cell deformation at very small 
inter-cellular distances, and an attractive force corresponding to 
cell adhesion at large inter-cellular distances (Fig. 4B). No drag 
forces are included in the model. The model is able to account for 
cellular adhesion, cell division and cell movement inside the ICM 
(Fig. 4C). As such, the multi-cellular model is computationally very 
efficient, and allows for a detailed description of the GRN and of 
extra-cellular signalling. For more details on the results, see sec-
tion 5 on Epi/PrE specification here below. While this multi-scale 
model was sufficient to describe ICM, Epi and PrE cell populations, 
the simplicity of the description of cell mechanics does not allow 
to account for any kind of change in cell shape, which would be 
necessary to extend the model to describe the TE cell population 
surrounding the ICM. 

At the same time, another multidisciplinary study has advanced 
the understanding of the embryo compaction and of the behav-
iour of cells following that stage. The work of Maître et al., (2017) 
aimed at understanding how apicobasal polarity, which is related 
to actomyosin contractility, contributes to the formation of the ICM. 
The authors developed a multicellular physical 3D model (based on 
Maître et al., 2015) where cells are modelled via their triangulated 
surfaces and preservation of their arbitrary volume. The cell surface 
is described by a set of small triangles, whose vertices correspond 
to the points covering the shell of the cell. Computation of surface 
tensions allows to describe surface deformation and cell-cell inter-
actions in a mechanical rigorous way. Resorting to both modelling 
and biological experiments, the authors showed that cell internal-
ization results from large differences in surface contractility. In the 
embryo, the differences in surface contractility can arise from the 
asymmetric divisions occurring at the 8- to 16-cell stage transition. 
Furthermore, the theoretical analysis suggests that cell size does 
not influence internalization and that loss of contractility drives cells 
towards the ICM-like fate. At this stage, embryo development thus 
appears as a robust self-organized process driven by contractility. 
From a physical point of view, this model is much more precise 
than previous models. It allowed for a rigorous validation based on 
experimental measurements. However, in such a model it would be 
difficult to describe cell divisions and due to a high computational 
cost, it is less convenient to study genetic regulation.

Formation of inner cell mass and trophectoderm lineages 

As discussed in the introduction (Fig. 1), generation of outer 
and inner cells during pre-implantation development results from 
compaction, polarization and asymmetric divisions starting at the 
8-cell stage. Inner and outer cells will specify into ICM and TE cells, 
respectively. TE cells are characterized by a high level of expres-
sion of Cdx2, while ICM cells express Oct4 strongly. As maternal 
expressions of Oct4 and Cdx2 are not essential for early mouse 
development (Blij et al., 2012; Frum et al., 2013), the formation of 
ICM lineage corresponds to an auto-organized process that relies 
on a close interplay between cell motion, deformation, division 
and gene regulation. The core GRN (Fig. 5A) consists of mutual 
repression and auto-activation of the two transcription factors (Niwa 
et al., 2005). The link between cell polarity and position on one 
hand and the state of the GRN on the other hand –now known to 
be mediated by Hippo signalling (Sasaki et al., 2015; 2017)– has 
also been investigated by modelling. Following the position-based 
model (also called the inside-outside hypothesis), outer cells would 
receive an additional signal enhancing the expression of Cdx2. It 
is also known that during asymmetric division, the most external 
daughter cell receives more Cdx2 mRNA (Jedrusik et al., 2008); 
this unequal repartition of transcription factors could be reinforced 
by the GRN and thereby induce different cell fates. This assumption 
is known as the polarity-based model. These two mechanisms are 
not exclusive. Computational approaches have been carried out 
to help deciphering the respective roles of position and polarity in 
ICM versus TE specification.

To our knowledge, Chickarmane et al., (2008) were the first to 
provide a computational description of the antagonism between 
Oct4 and Cdx2, although not in the context of embryonic devel-
opment. The model describes the mutual repression of the two 
transcription factors and their auto-activation. However, this GRN 
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is embedded in a more complex one also encompassing Sox2, 
Nanog and Gata6 allowing the authors to describe the embryonic 
stem cell circuit and to investigate strategies to reprogram a cell 
from a differentiated state to a stem cell state through directed 
perturbations (expression of specific genes).

To specifically address the TE/ICM specification, Krupinski et al., 
(2011) combined mechanics with gene regulation. The GRN is based 
on mutual repression of Cdx2 and Oct4. The authors introduced an 
empirical parameter (P) in order to investigate the respective influ-
ences of polarity and position on cell fate specification. P positively 
acts on Cdx2 expression and acts as a main bifurcation parameter. 
For low values of P, only the ICM state (corresponding to a low level 
of Cdx2 and a high level of Oct4) is stable while for high values 
of P, only the TE state (corresponding to a high level of Cdx2 and 
a low level of Oct4) is stable. For intermediate values of P, both 
fates can coexist. In this case, the fate of a cell is thus determined 
both by the value of P and by the temporal evolution of the cell. To 
investigate the respective consequences of the position- and the 
polarity-based hypotheses, the authors envisaged two scenarios 
to fix the values of P. First, to test the hypothesis that the position 
of the cell would play a major role, P takes an arbitrary value that 
reflects the position of the cell. Outer and inner cells receive high 

and low values of P, respectively, and no cell has a value of P in the 
bistability range. When this scenario is simulated together with cell 
division and movement, simulations reproduce the establishment 
of a layer of TE cells surrounding ICM cells. However, the model 
does not provide any hint concerning the molecular mechanism 
linking position and fate determination. In another set of simula-
tions aimed at testing the hypothesis that cell polarity would play a 
major role, all cells are initially ascribed a value of P in the domain 
of bistability, and a state that corresponds to their positioning in the 
embryo. Moreover, it is assumed that the Cdx2 mRNA polarizes 
at the apical side of the outer blastomeres. During the simulated 
asymmetric cell divisions, the outer cell receives 90% of the Cdx2 
mRNA content of the mother cell. Additionally, the probability of 
asymmetric division decreases with the concentration of Cdx2, 
such that high Cdx2 cells tend to remain in the outer layer of the 
embryo. As highlighted by the authors, the polarity-based model 
is not really successful because many badly positioned ICM cells 
arise in the simulations and because the model requires very fine 
tuning of the parameters characterizing the probability of asymmetric 
division to reproduce experimental observations, which makes this 
mechanism vulnerable with respect to noise. Moreover, from an 
experimental point of view, only a weak polarization of Cdx2 has 

Fig. 5. Schematic representation of the gene regulatory network (GRN) and signalling pathways driving the trophectoderm/ inner cell mass 
(TE/ICM) (A) and the epiblast/primitive endoderm (Epi/PrE) (C) specification steps. In both cases, the GRN exhibits multistability for appropri-
ate signalling intensities, as shown in the corresponding bifurcation diagrams. The TE/ICM GRN exhibits bistability, whereas the Epi/PrE GRN exhibits 
tristability. In panels (B,D), bold lines indicate stable steady states and thin lines, unstable ones.
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been reported (Skamagki et al., 2013), which is far from the 90% 
assumed in the simulations. Finally, Cdx2 repartition does not seem 
to play a predominant role in determining cell fate (Ralston, 2008; 
Wu et al., 2010). Nevertheless, Krupinski et al., (2011) highlighted 
the need for formalizing biological assumptions in a rigorous way.

The question of how cells are directed to the appropriate fate 
was later addressed by Holmes et al., (2017) who considered the 
same ODE description of the core GRN for TE/ICM specification. 
However, instead of introducing an arbitrary parameter for inside 
or outside cells as in Krupinski et al., (2011), the GRN is in this 
model modulated by parameter S, reflecting in a more refined 
way the position dependent asymmetry. During the simulations, 
S is evaluated by computing the fraction of cell surface in contact 
with the zona pellicuda. The rate of Cdx2 expression increases 
with S, which acts as a bifurcation parameter in the same way as 
parameter P in Krupinski’s model. Thus, as it is the case in that 
model, the postulated positional mechanism naturally initiates the 
pattern of the early embryo. However, in some cases, errors arise. 
Cell motions and divisions indeed intermingle the TE/ICM cell 
types and corrections are not possible because, once a cell has 
reached a given steady state, significant changes in S are neces-
sary to change its fate due to hysteresis. Holmes et al., (2017) then 
considered stochastic equations using the Langevin’s formalism: 
noise terms were included in the evolution equations of Cdx2 and 
Oct4 expression. Due to random fluctuations, fate switching is 
made easier and mis-positioned cells can re-adopt the appropri-
ate fate after some time. An interesting computational prediction 
of this study is that the best model performance is obtained when 
considering asymmetries in noise sources. Gene expression 
quantification experiments indeed confirmed that in the embryo, 
after the 16-cell stage, fluctuations in the levels of expression are 
larger for Cdx2 than for Oct4 (Holmes et al., 2017). Moreover, the 
model shows that, as noise plays a constructive role in promoting 
some kind of plasticity to the GRN, it is important that evolution 
towards one or the other fate occurs as a gradual process to allow 
for some re-adjustment in the dynamics of cell fate specification.

Although based on a very different formalism, it is interesting to 
mention that in the agent-based model of Nissen et al., (2017), TE 
vs ICM specification is described by a single rule linking cell adhe-
sion and polarity: cells with fewer than 5 neighbours are assigned 
the TE fate and become polar. Adhesion is then considered to be 
maximal between two polar cells oriented in the same direction, 
allowing the establishment of an external layer of TE cells. 

In the above-mentioned approaches, positional information is 
introduced artificially, by considering an empirical parameter (P or 
S) or an arbitrary rule. Experiments have now uncovered the major 
role played by the Hippo signalling in determining the TE or ICM 
cell fate (Sasaki et al., 2015; 2017). In the absence of signalling, 
the transcriptional regulator Yap can enter the nucleus and acti-
vates the transcription of Cdx2 (Fig. 5A). When Hippo signalling is 
active, the Lats1/2 kinases get phosphorylated, which allows Yap 
phosphorylation. Phosphorylated Yap is maintained in the cytosol 
where it is degraded. Thus, Cdx2 is less expressed, which allows 
for the expression of Oct4. Lats1/2 activity is related to cell polarity 
and cell position through the Amot protein. These findings allowed 
the development of a molecular model taking into account the GRN 
and Hippo signalling (De Caluwé et al., 2019). In the model, the 
expression of Ecadherin (Ecadh) and the concentrations of Par-
aPKC are dynamically varied to describe various cell trajectories, 

in a spatial and developmental sense. Compaction corresponds 
to an increase in Ecadh at adherens junctions, while polarization 
corresponds to an increase in Par-aPKC. Phosphorylated Amot (i.e. 
the ECadh bound form that activates Lats phosphorylation) now 
serves as the effective bifurcation parameter (Fig. 5B), the value of 
which can be modulated by changes in ECadh and/or Par-aPKC. 
The model reproduces experimental observations about cell fate 
acquisition at the 16-cell stage and emphasizes that positional and 
polarity hypotheses coexist, as both cues converge at the level of 
Hippo signalling. Interestingly, simulations also suggest that bista-
bility allows integration of signalling and cell history to determine 
cell fate, while avoiding the occurrence of cell fate switches in the 
fluctuating environment of cells in the early embryo. Indeed, for 
values of parameters leading to a step-like regulation of cell fate  
instead of bistability as a function of Hippo signalling, noise in 
the evolution of the levels of cell adhesion and cell polarity would 
result in numerous cell fate switches and thereby decrease the 
invariableness of embryo development. Comparing these results 
with the findings of Holmes et al., (2017), one can conclude that 
in the signalling-controlled specification of cells into TE or ICM, 
noise has a constructive role as it increases plasticity, while its 
possible deleterious effects are significantly reduced thanks to the 
presence of bistability in the GRN.

Formation of epiblast and primitive endoderm lineages

Epiblast and primitive endoderm (Epi/PrE) specification
In the second specification step during which ICM cells dif-

ferentiate, Nanog and Gata6 are the characteristic transcription 
factors of the Epi and PrE state, respectively. As for the previous 
specification step, the two factors cross-inhibit and self-amplify. 
Moreover, Fgf secretion is under the control of Nanog and Gata6, 
and Fgf maintains the expression of Gata6 (Fig. 5C). In mice, from 
the 8-cell stage corresponding to ~E2.25 to the ~20-cell stage 
(E3.0), Nanog and Gata6 proteins are co-expressed at increasing 
levels in almost all ICM cells. After that, their expressions start to 
be mutually exclusive in an asynchronous manner and at E3.75, 
Epi and PrE cells, expressing Nanog and Gata6 respectively, con-
stitute two cell populations that are arranged in a salt and pepper 
pattern. Importantly, the GRN is highly sensitive to Fgf/Erk as this 
signalling pathway promotes Gata6 and down-regulates Nanog 
(see Artus and Chazaud, 2014 for a review). As for the Cdx2/Oct4 
GRN driving TE/ICM specification, modelling of the Nanog/Gata6 
GRN was first considered by Chickarmane et al., (2008; 2012) in 
a detailed model aimed at describing the dynamics of embryonic 
stem (ES) cell differentiation. Interestingly, in their study in 2012, 
the authors considered a stochastic version of their GRN model, 
describing a self-organized process modulated by Fgf/Erk signal-
ling. The model incorporates mutual inhibition of Nanog and Gata6, 
with auto-activation. Additionally, a complex of two transcription 
factors essential for pluripotency maintenance, Oct4 and Sox2, 
self-promotes, and activates Nanog, Gata6 and Fgf4, while being 
inhibited by Gata6. It is further assumed that Fgf4 inhibits Nanog 
production. The model accounts for the observed fluctuations in 
Nanog (and other key factors), which can be explained by Oct4-
Sox2 complex both activating Nanog and Fgf4 at the same time, 
whereas Fgf4 represses Nanog after a delay. If, due to fluctuations, 
the level of Nanog drops below a threshold, the cell will evolve 
towards the PrE state, expressing high levels of Gata6 and low 
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levels of Nanog and Oct4-Sox2.
In the context of embryonic development, the Fgf-modulated 

Nanog/Gata6 GRN was modelled by Bessonnard et al., (2014). 
The GRN model is based on a toggle switch between Nanog and 
Gata6, with auto-activation. The model also incorporates the Erk 
signalling pathway, which stimulates Gata6 production and inhibits 
that of Nanog. The expression of Fgf receptors is stimulated by 
Gata6 (Fig. 5C). Because of the incorporation of Erk signalling, the 
system of ODEs can exhibit tristability for intermediate ranges of 
external Fgf4, with each stable state corresponding to a different 
cell fate – ICM, Epi and PrE (Fig. 5D). The full model also describes 
the dynamics of Fgf4, with its rate of secretion by the cell being 
proportional to the level of Nanog. It accounts for the initial evolu-
tion of the cells towards the ICM state, and for the subsequent 
self-organized process of Epi/PrE specification.

To account for the spontaneous emergence of the various cell 
fates in the embryo, one has to consider a population of cells 
interacting through Fgf4. In a first approach, 25 non-dividing cells 
were considered. Each cell was described by the ODE system 
representing its own GRN and placed on a 2D square mesh where 
it has 4 neighbours. The cells can sense the Fgf4 produced by 
themselves and by their 4 neighbouring cells. Simulations showed 
that the autonomous variations of Fgf4 inside the embryo allow 
for a robust Epi or PrE specification, as well as for the formation 
of the salt and pepper pattern. Cells first evolve towards the ICM 
state, which is stable at the level of Fgf4 prevailing at the 8-cell 
stage embryo. From this stage on, the feedbacks of Nanog and 
Gata6 on Fgf4 secretion allow for the self-autonomous modulation 
of this growth factor in the embryo leading to Epi/PrE specification, 
depending on the local environment of each cell. The model was 
able to recapitulate most of the cell behaviours observed during 
different experimental conditions and in mutants. It also uncovered 
novel features of ICM cell fate specification such as the role of the 
initial induction of a subset of cells into Epi in the establishment 
of the salt and pepper pattern, or the precocious Epi specification 
in Gata6+/- embryos. Importantly, the model assumes that small 
differences in Erk signalling (modelled in the form of random noise 
on external Fgf4) play a key role both in the specification process 
itself and in the establishment of the salt and pepper pattern. These 
small differences could be due for example to a reduced diffusivity 
in the extracellular space, created by the high level of compac-
tion in the embryo, or to an unequal repartition of Fgf receptors. 
The importance of noise in Fgf signalling remains to be validated 
experimentally.

The possibility that other sources of noise could be responsible 
for the initiation of specification was investigated in a subsequent 
study (De Mot et al., 2016). The ODE description of the internal 
GRN and signalling of the 25 cells was converted into a stochastic 
framework and simulated with the Gillespie’s algorithm (Gillespie, 
1977). This algorithm allows to describe the fluctuations in the 
number of molecules that are known to arise when small volumes 
(as those of nuclei) are considered. In that case, the evolution of 
the concentrations are noisy (Fig. 3B), with the level of noise de-
creasing when the number of molecules, i.e. the volume, increases. 
Simulations predict that internal fluctuations are indeed able to 
initiate ICM cell specification. However, when only this source of 
noise is considered, a significant number of simulated cells evolve 
towards the Epi or PrE fate without passing through the ICM state, 
which is not observed experimentally. Another unrealistic behaviour 

is that switches between the Epi and the PrE state occur in the 
course of the simulations. This suggests that the molecular noise 
is not the major driver of Epi/PrE cell specification.

As another continuation of Bessonnard et al.’s work describing 
the Epi/PrE specification as a self-autonomous dynamical process 
relying on tristability, the same GRN model was simulated in a 3D 
environment (Tosenberger et al., 2017). The authors developed a 
multiscale model of cells that adhere to each other, divide, and move. 
The model reproduces the dynamics of ICM cells, specification of 
Epi and PrE lineage and the salt and pepper pattern formation. The 
ICM is modelled as a part of the embryo, starting from the 16-cell 
embryo stage and omitting TE cells and blastocoel cavity from 
the model. Starting from the initial 3 to 5 ICM cells (present at the 
16-cell stage of the embryo, E2.5), cells divide, creating 6-10 ICM 
cells. At that stage additional naïve cells are added up to the total 
of 12 cells, to simulate cells that enter in the ICM from the outer 
(TE) layer by asymmetric divisions and to reflect the number of 
ICM cells in the 32-cell embryo (E3.0), which is consistently around 
12. The ICM cells then undergo another wave of cell division at 
E3.5, creating a total of 24 cells, which by E4.0 finish the process 
of specification and form the salt and pepper pattern. The model 
successfully reproduced the results of the 2D model (Bessonnard 
et al., 2014; De Mot et al., 2016) and is in good agreement with 
experimental data. It also allowed to test the GRN and its robust-
ness in a more dynamical environment including cell division, 
cell movement and a realistic number of neighbouring cells. The 
simulations have shown that besides heterogeneities in local Fgf4 
concentration, another possible origin of the symmetry breaking 
in the early embryo could be the fact that cell divisions induce cell 
relocation within the ICM, due to the constrained environment. By 
displacing, cells change their surrounding (i.e. neighbouring cells) 
and hence receive different amounts of signal (Fgf4), making it easier 
for cells to break the symmetry in the embryo and specify to either 
Epi or PrE lineage. Another possible source of heterogeneity is 
the unequal repartition of internal cell concentrations (GRN factors 
excluding Fgf4) in daughter cells at cell divisions. The dynamics 
of cell fate specification and the resulting proportions of cell types 
were similar, leading to the conclusion that any one of three pos-
sible origins (or all of them together) could be sufficient to induce 
cell specification. The authors also studied the relation of the Fgf4 
secretion to the GRN. They have shown that, compared to the 
activation of Fgf4 induction by Nanog (Bessonnard et al., 2014; 
De Mot et al., 2016), its inhibition by Gata6 is necessary to explain 
the results of maternal Fgf4 knockout embryos (Kang et al., 2013).

Although not related to early embryonic development, the work 
of Schröter et al., (2015) is worth mentioning here. In this study, the 
authors investigated how Fgf/Erk signalling influences the propor-
tion of Epi vs PrE-like cells generated from a population of ES cells 
exposed to GATA factors. The experimental study was backed-up 
by the analysis of a bistable model of Epi/PrE specification based 
on the toggle switch (Gardner et al., 2000), with additional external 
excitation through Fgf/Erk signalling. The model showed that the 
toggle switch with external excitation is sufficient to describe the 
primary dynamics of Epi/PrE specification in a population of ES 
cells. The level of excitation determines the proportion of cells 
that will adopt the PrE fate. The main difference with the model 
described above (Bessonnard et al., 2014; De Mot et al., 2016) 
is that, because of the absence of auto-activation, the GRN is 
bistable and not tristable. Such difference is compliant with the 
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biological situations that are modelled. In the embryo, inner cells 
first evolve towards the ICM, before specifying into PrE and Epi 
cells. Thus, all three states are attractive and must thus correspond 
to stable steady states. When ES cells specify, only two states are 
observed (Nanog+/Gata6- or Gata6+/Nanog-). This situation can 
be accounted for by the toggle switch, where the Nanog+/Gata6+ 
intermediary state is unstable. In this situation, this ICM-like state 
only delineates the basins of attraction of the Epi and PrE states. 
This example illustrates how models are situation-specific and 
that great care should be taken before generalizing their simula-
tion results, exactly as in the case of experimental observations.

In the agent-based model of Nissen et al., (2017) mentioned 
in the previous section for the TE vs ICM specification, Epi vs PrE 
specification is governed by the nature of the neighbouring cells. 
If xi,1 represents the number of ICM and Epi cells around cell i and 
xi, 2 the number of PrE cells around cell 2, the probability of cell i 
to become PrE is given by xi,1/(xi,1+xi,2). This corresponds to a rule 
of specification exclusively based on the concentration of Fgf4 in 
the direct environment of the cell. 

Salt and Pepper pattern
The mixed pattern of Epi and PrE cells observed at the E3.75-

E4.0 stage is traditionally referred to as a salt and pepper pattern. 
The exact meaning of this expression to characterize the spatial 
arrangement of cells is however ambiguous. It could refer to a 
random distribution of Epi and PrE cells, or to a spatial arrange-
ment in which Epi cells are preferentially surrounded by PrE cells 
and vice-versa (like in a chess-board). This question was recently 
investigated by Fischer et al., (2017). These authors first performed 
a quantitative 3D analysis of cell neighbourhood in ~E4.0 mouse 
embryos. The real 3D spatial distribution of cells was then used to 
create a network where vertices represent cells and edges connect 
them to neighbouring cells (identified by a proximity criterion). On 
the basis of this network, the authors have tested three different 
patterns to decide the individual cell fate choice: a random expres-
sion pattern, a period two pattern (the state of one cell determines 
that of all its surrounding cells) and a nearest neighbour pattern 
(the state of one cell determines that of its nearest neighbour). For 
each pattern, the neighbourhoods of each cell fate were compared 
to the experimental data, revealing that the observations differ 
significantly from any of the simulated patterns. Although this 
may reveal some unknown regulatory mechanism as suggested 
by the authors, it should be emphasized that it is quite delicate to 
rely on the pure intuition to interpret such complex mechanisms of 
patterning. In the 3D model based on the Fgf-modulated Nanog-
Gata6 GRN (Tosenberger et al., 2017), by counting the number 
of neighbours of each type in the simulations, it was revealed that 
the spatial pattern of Epi and PrE cells does not correspond to a 
random pattern, nor does it correspond to a chess-board.

Cell sorting (and epithelium formation)
In the previously mentioned work by Krupinski et al., (2012), 

the 3D embryo model is also used to investigate the sorting of 
Epi (Nanog expressing) and PrE (Gata6 expressing) cells that 
occurs after their specification. The process of Epi and PrE cell 
specification is not modelled, rather the two cell populations are 
initially randomly distributed in the ICM. The authors tested two 
hypotheses: differential adhesion, and active cell movement 
directed by signalling originating from the blastocoel. In the first 

one the strength of adhesion is differently defined for the two cell 
populations. The idea of cell sorting due to differential adhesion in 
heterogenous cell populations was already previously studied in 
Graner and Glazier (1992), Foty and Steinberg (2004), Eyiyurekli 
et al., (2007), and Palsson (2008). In the work by Krupinski et al., 
(2012), they investigated this hypothesis and defined the adhesion 
between Nanog expressing cells as the strongest one, followed 
by the adhesion between Nanog and Gata6 expressing cells, 
while the adhesion between Gata6 expressing cells is defined to 
be the weakest among all three. The results show that differential 
adhesion is sufficient to sort the two populations, but the PrE 
cell layer does not necessarily form at the correct place (i.e. the 
blastocoel side). To test the second hypothesis, a directional force 
acting towards the blastocoel is applied on PrE cells. Although 
PrE cells in this case migrate towards the blastocoel, they fail to 
form the enclosing layer. However, when combined together, the 
two hypotheses enable for a rather stable and robust formation of 
the PrE cell layer separating Epi cells from the blastocoel. What 
remains to be understood is the molecular mechanism responsible 
for the differential adhesion between the three types of cells (Epi, 
PrE, ICM). Besides, the directional force acting on the PrE cells 
is questionable as so far there is no indication that such force ex-
ists in the embryo. However, it serves well as a proxy for the real 
yet unknown mechanism by which PrE cells migrate toward the 
blastocoel, and enables the verification of the hypothesis of dif-
ferential adhesion. Similarly, in the agent-based model of Nissen 
et al., (2017), sorting is achieved by assigning a lower attraction 
factor between two PrE cells or between a PrE and any other type 
of cell. For more hypotheses on the possible mechanisms involved 
in Epi and PrE cell sorting see (Chazaud and Yamanaka, 2016).

Concluding remarks

Current modelling methods provide faithful descriptions of the 
various processes that are simultaneously at play during early 
embryonic development: gene expression, mechanical interactions, 
cell division, and inter- and intracellular signalling. However, mainly 
due to their computational cost, models either describe one –or a 
few– of these processes in detail or simulate all of them qualitatively. 
New computational techniques are required to further improve the 
development of multiscale and hybrid models of early embryonic 
development. Such models are expected to provide interesting 
and non-intuitive results given the intricate and highly non-linear 
character of the molecular and mechanical processes. Another 
major issue is the determination of the values of the parameters 
of the models. Most often, this requires the acquisition of a large 
number of single cell data. The problem is further complicated by 
the inherent dynamical nature of embryonic development, which 
implies that many parameter values are time-dependent. Moreover, 
as some parameters inevitably represent combinations of molecular 
processes, their values cannot be directly measured but must be 
indirectly estimated, which provides another source of uncertainty. 
In practice, model parameterisation is usually done by fitting the 
model’s predictions to the observed time series. On the other hand, 
minimal models that involve a limited number of parameters remain 
useful to formalize possible mechanisms and to test hypotheses. 
Although an agreement between the experimental observations 
and the predictions of a given model does not guarantee that the 
proposed mechanism is right and unique, it offers a new way to 
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interpret the data and to make testable predictions. 
Computational models have proven to be useful to back-up 

the experimental observations on early mammalian development. 
The widespread concept of multistability and its physiological 
implications cannot be easily assessed without its formalization 
into mathematical equations. Thus, models predict that the two 
first specification steps correspond to the evolution towards one 
among several stable steady states, controlled by signalling. While 
the ICM vs TE specification occurs as a binary choice between 
two stable steady states (Holmes et al., 2017) governed by Hippo 
signalling, the subsequent step of Epi vs PrE specification may 
be explained in terms of an evolution towards one of the steady 
states of a tristable network (Bessonnard et al., 2014). In the latter 
case, cells leave the stable ICM state in response to extracellular 
signalling by Fgf4, and thus evolve towards the Epi or PrE fate, 
which correspond to the stable steady states for low and high levels 
of Erk signalling, respectively. Models also emphasize that in both 
cases, noise plays a constructive role by allowing some flexibility 
in the TE/ICM choice, and by inducing some initial heterogeneity 
able to break the symmetry between identical ICM cells in the 
subsequent specification step. 

Interestingly, models also predict that spatial patterning and GRN 
are intimately related. The spatially organized TE/ICM pattern is 
under the control of Hippo signalling, which is itself regulated by 
cell position and polarity. In contrast, the apparently random salt 
and pepper pattern of Epi and PrE cells results from Erk signalling, 
which is itself regulated by the level of extracellular Fgf4 that diffuses 
among the cells of the embryo. Besides the GRN, cellular mechan-
ics are so elaborated that it is difficult to estimate intra-embryonic 
forces without building a physical model of blastomeres configura-
tion. In this respect, modelling has brought significant insight into 
the mechanism of orientation of the blastocyst axis (Honda et al., 
2018) or the relation between cell contractility and internalisation 
during asymmetric divisions (Maître et al., 2015). Regarding the 
sorting of Epi and PrE cells, modelling predicts that the existence 
of different adhesion forces between cells expressing different 
levels of Nanog and Gata6 is sufficient to explain the separation 
between the two types of cells (Krupinski et al., 2012; Nissen et al., 
2017). However, an additional global directional force –the nature 
of which remains to be established experimentally– must be as-
sumed to simulate the formation of the PrE cell layer separating 
Epi cells from the blastocoel (Krupinski et al., 2012).

Further progress in the understanding of early embryogenesis 
will undoubtedly rely on combined experimental and modelling 
approaches. For example, while cell fate specification has at-
tracted much attention, how cell fates are determined still remains 
poorly understood. Indeed, in the existing GRN models, a cell 
can switch fate upon changes in signalling or externally induced 
modifications of the levels of expression of transcription factors. 
In contrast, in the embryo, cell plasticity is only observed during 
a given time window (Grabarek et al., 2012). From a modelling 
perspective, this implies considering the temporal dependence of 
the GRN, which is a challenging question both for experimental 
biologists and for modellers. Moreover, some progress has to be 
done concerning the accurate modelling of the relation between 
cell division, compaction and the dynamics of adherens junctions. 
A realistic description of the diffusion of extracellular signals, such 
as Fgf4, also calls for more elaborated simulation techniques as 
the high level of compaction in the developing embryo is expected 

to interfere with the free diffusion of molecules in the extracellular 
medium. Once validated, models could also be used to analyse 
the molecular origins of developmental defects.
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